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context

• AGN feedback is invoked in many models of galaxy formation (e.g., 
Springel+05; Hopkins+08) to explain the relations observed locally 
between Super Massive Black Holes (SMBH) and their host galaxies 
(Kormendy & Ho 2013). 

• Several physical processes regulating AGN feedback have been 
proposed (jets, winds, radiation pressure). 

• AGN-driven ionized outflows extending to kpc-scales have been 
observed both locally (e.g Feruglio+15; Lanzuisi+15) and at high 
redshift (Perna+15a,b; Brusa+15,16; Cresci+15; Zakamska+16).

• Outflow energetics (mass outflow rate, kinetic power and momentum 
rate) are usually  derived to compare observations with model 
predictions.
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Outflow properties

Carniani+15
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of these AGN candidates, we used emission line diagnostics, as
illustrated in the next section.

We excluded from any further analysis 7 [OIII] double
peaked galaxies1, 5 red galaxies with high sky residuals at ≈
5000Å responsible for bad estimate of the S/N[OIII], and 6 galax-
ies with strong and complex stellar continuum in the proximity
of Hα region.

3.2. BPT emission line diagnostics

For 441 sources we detected BLR emission, which is an un-
ambiguous indicator for AGN presence in the host. Neverthe-
less, some of our targets show the concomitance of a stellar
continuum and BLR emission, indicating the presence of low-
luminosity AGN oriented so that we are viewing the BLR emis-
sion. In particular, 81 sources show a broad profile in the Hα and
not in the Hβ (see Fig. 2, central panel), i.e. are type 1.9 AGNs. In
the following, we distinguish between type 1 and type 1.9 AGN
candidates. Therefore, we used the optical diagnostic Baldwin-
Phillips-Terlevich diagram (BPT; Baldwin et al. 1981), which
employ two line flux ratios [OIII]5007/Hβ and [NII]/Hα, as a
further tool to investigate the nature of the ionizing sources of the
optical emission lines for such objects. Most importantly, BPT
diagnostic is also needful to understand the nature of the type 2
AGN candidates. Prior to compute the line flux ratios, we fitted
the stellar continuum using penalised pixel fitting (pPXF; Cap-
pellari+2004) and corrected the balmer line fluxes taking into
account the stellar features from the ppxf best-fit model. In fact,
underlying stellar absorption of the balmer lines are expected to
be not negligible in low-luminosity AGNs and to shape the emis-
sion line profile. To adopt the pPXF procedure for BL AGNs, a
window of 12000 km/s around the expected position of balmer
emission lines is excluded from the fit. Figure 3 shows two pPXF
best-fit models for a type 1.9 AGN and a type 2 AGN candidate
(orange curves in the top panels). In the bottom panels are shown
the results obtained from the multicomponent simultaneous fit
(red curves) and, in the insets, the excess in the balmer emission
lines found after the correction for the pPXF best-fit model. Ne
mostro solo una? con stesso stile di fig. 2 (mostrando lo spettro
intero e i due insets)? We found that the balmer stellar absorp-
tion features can actually determine underestimates, on average,
of ≈ 15 and ≈ 60% of the Hα and Hβ fluxes. In particular, as
expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spec-
troscopic analysis, after the correction from stellar features, for
both NC (left) and OC (right). The lines drawn in the diagrams
correspond to the theoretical redshift-dependent curves (at z =
0) used to separate purely SF galaxies from galaxies containing
AGN (Eq. 1 of Kewley et al. 2013). For almost all the sources,
the systemic NC and the OC are consistent with an AGN clas-
sification. OC dots are more scattered because of their asso-
ciated lower intensities: this determine an important degener-
acy in the fit results, in particular for type 1 AGNs (blue cir-
cles) for which an higher number of components must be taken
into account. We excluded from our following analysis 45 tar-
gets (marked with red crosses in the figure) (ma mancano Lx
T13). For these sources, the SF nature highlighted by the BPT
diagrams, has been confirmed by the concomitance of red spec-
tra, low X-ray luminosities (i.e. <1042 erg/s), X-ray spectra (??).

1 Double peaked profiles could be associate both with biconical QSO
winds and binary AGNs; SDSS spectra do not allow a separation be-
tween the two classes of objects (see discussion in Yuan+16, Sec. 3.2)
and are therefore excluded.

We note that the exclusion of few targets above the theoretical
transitional curve is due to a conservative approach that takes
into account two considerations. The first one is related to the
possible stellar absorption feature contribute for those sources
for which low S/N spectra did not allow stellar features mod-
elling. The corrections for the balmer NC above mentioned re-
gard only ≈ 50% of the sample fitted with pPXF; nevertheless,
we used average corrections to estimate representative shifts in
the BPT diagram. These correspond to a downward shift of ≈ 0.2
in log[[OIII]5007/Hβ], and a left shift of ≈ 0.1 in log[[NII]/Hα].
We take into account these possible displacements for all type
1.9 and type 2 targets without good pPXF fit, for which we ex-
pect possible contribute of stellar absorption features. The sec-
ond consideration regards the error associated with each source
(see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission. For the remaining 5 % (4 targets) we ob-
served OIII/Hβ consistent with the average value observed for
the entire sample (log[OIII/Hβ]∼ 1), for both NC and, when
present, OC. We therefore confirm the AGN nature for all the
z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

3.3. Unperturbed and Outflowing gas Electron Temperature

and Density

Electron density and electron temperature of AGN-driven out-
flow regions are largely unknown. These quantities are today im-
portant sources of uncertainties in outflow kinematic estimates
for the ionised phase traced by [OIII]λ5007. Carniani+2015
showed how these quantities enter in the determination of the
outflowing mass and, in consequence, of the mass rate, kinetic
and momentum energy. Here we report the Eq. (5) they derived
for the [OIII]λ5007 line:

M[OIII] = 1.7 × 103 mpCL[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
, (1)

Mout
[OIII] ∝

L[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
(2)

Ṁout ∝ MoutVout/R (3)

Ėout ∝ ṀoutV2
out (4)

Ṗout ∝ ṀoutVout (5)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
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of these AGN candidates, we used emission line diagnostics, as
illustrated in the next section.

We excluded from any further analysis 7 [OIII] double
peaked galaxies1, 5 red galaxies with high sky residuals at ≈
5000Å responsible for bad estimate of the S/N[OIII], and 6 galax-
ies with strong and complex stellar continuum in the proximity
of Hα region.

3.2. BPT emission line diagnostics

For 441 sources we detected BLR emission, which is an un-
ambiguous indicator for AGN presence in the host. Neverthe-
less, some of our targets show the concomitance of a stellar
continuum and BLR emission, indicating the presence of low-
luminosity AGN oriented so that we are viewing the BLR emis-
sion. In particular, 81 sources show a broad profile in the Hα and
not in the Hβ (see Fig. 2, central panel), i.e. are type 1.9 AGNs. In
the following, we distinguish between type 1 and type 1.9 AGN
candidates. Therefore, we used the optical diagnostic Baldwin-
Phillips-Terlevich diagram (BPT; Baldwin et al. 1981), which
employ two line flux ratios [OIII]5007/Hβ and [NII]/Hα, as a
further tool to investigate the nature of the ionizing sources of the
optical emission lines for such objects. Most importantly, BPT
diagnostic is also needful to understand the nature of the type 2
AGN candidates. Prior to compute the line flux ratios, we fitted
the stellar continuum using penalised pixel fitting (pPXF; Cap-
pellari+2004) and corrected the balmer line fluxes taking into
account the stellar features from the ppxf best-fit model. In fact,
underlying stellar absorption of the balmer lines are expected to
be not negligible in low-luminosity AGNs and to shape the emis-
sion line profile. To adopt the pPXF procedure for BL AGNs, a
window of 12000 km/s around the expected position of balmer
emission lines is excluded from the fit. Figure 3 shows two pPXF
best-fit models for a type 1.9 AGN and a type 2 AGN candidate
(orange curves in the top panels). In the bottom panels are shown
the results obtained from the multicomponent simultaneous fit
(red curves) and, in the insets, the excess in the balmer emission
lines found after the correction for the pPXF best-fit model. Ne
mostro solo una? con stesso stile di fig. 2 (mostrando lo spettro
intero e i due insets)? We found that the balmer stellar absorp-
tion features can actually determine underestimates, on average,
of ≈ 15 and ≈ 60% of the Hα and Hβ fluxes. In particular, as
expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spec-
troscopic analysis, after the correction from stellar features, for
both NC (left) and OC (right). The lines drawn in the diagrams
correspond to the theoretical redshift-dependent curves (at z =
0) used to separate purely SF galaxies from galaxies containing
AGN (Eq. 1 of Kewley et al. 2013). For almost all the sources,
the systemic NC and the OC are consistent with an AGN clas-
sification. OC dots are more scattered because of their asso-
ciated lower intensities: this determine an important degener-
acy in the fit results, in particular for type 1 AGNs (blue cir-
cles) for which an higher number of components must be taken
into account. We excluded from our following analysis 45 tar-
gets (marked with red crosses in the figure) (ma mancano Lx
T13). For these sources, the SF nature highlighted by the BPT
diagrams, has been confirmed by the concomitance of red spec-
tra, low X-ray luminosities (i.e. <1042 erg/s), X-ray spectra (??).

1 Double peaked profiles could be associate both with biconical QSO
winds and binary AGNs; SDSS spectra do not allow a separation be-
tween the two classes of objects (see discussion in Yuan+16, Sec. 3.2)
and are therefore excluded.

We note that the exclusion of few targets above the theoretical
transitional curve is due to a conservative approach that takes
into account two considerations. The first one is related to the
possible stellar absorption feature contribute for those sources
for which low S/N spectra did not allow stellar features mod-
elling. The corrections for the balmer NC above mentioned re-
gard only ≈ 50% of the sample fitted with pPXF; nevertheless,
we used average corrections to estimate representative shifts in
the BPT diagram. These correspond to a downward shift of ≈ 0.2
in log[[OIII]5007/Hβ], and a left shift of ≈ 0.1 in log[[NII]/Hα].
We take into account these possible displacements for all type
1.9 and type 2 targets without good pPXF fit, for which we ex-
pect possible contribute of stellar absorption features. The sec-
ond consideration regards the error associated with each source
(see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission. For the remaining 5 % (4 targets) we ob-
served OIII/Hβ consistent with the average value observed for
the entire sample (log[OIII/Hβ]∼ 1), for both NC and, when
present, OC. We therefore confirm the AGN nature for all the
z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

3.3. Unperturbed and Outflowing gas Electron Temperature

and Density

Electron density and electron temperature of AGN-driven out-
flow regions are largely unknown. These quantities are today im-
portant sources of uncertainties in outflow kinematic estimates
for the ionised phase traced by [OIII]λ5007. Carniani+2015
showed how these quantities enter in the determination of the
outflowing mass and, in consequence, of the mass rate, kinetic
and momentum energy. Here we report the Eq. (5) they derived
for the [OIII]λ5007 line:

M[OIII] = 1.7 × 103 mpCL[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
, (1)

Mout
[OIII] ∝

L[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
(2)

Ṁout ∝ MoutVout/R (3)

Ėout ∝ ṀoutV2
out (4)

Ṗout ∝ ṀoutVout (5)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
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of these AGN candidates, we used emission line diagnostics, as
illustrated in the next section.

We excluded from any further analysis 7 [OIII] double
peaked galaxies1, 5 red galaxies with high sky residuals at ≈
5000Å responsible for bad estimate of the S/N[OIII], and 6 galax-
ies with strong and complex stellar continuum in the proximity
of Hα region.

3.2. BPT emission line diagnostics

For 441 sources we detected BLR emission, which is an un-
ambiguous indicator for AGN presence in the host. Neverthe-
less, some of our targets show the concomitance of a stellar
continuum and BLR emission, indicating the presence of low-
luminosity AGN oriented so that we are viewing the BLR emis-
sion. In particular, 81 sources show a broad profile in the Hα and
not in the Hβ (see Fig. 2, central panel), i.e. are type 1.9 AGNs. In
the following, we distinguish between type 1 and type 1.9 AGN
candidates. Therefore, we used the optical diagnostic Baldwin-
Phillips-Terlevich diagram (BPT; Baldwin et al. 1981), which
employ two line flux ratios [OIII]5007/Hβ and [NII]/Hα, as a
further tool to investigate the nature of the ionizing sources of the
optical emission lines for such objects. Most importantly, BPT
diagnostic is also needful to understand the nature of the type 2
AGN candidates. Prior to compute the line flux ratios, we fitted
the stellar continuum using penalised pixel fitting (pPXF; Cap-
pellari+2004) and corrected the balmer line fluxes taking into
account the stellar features from the ppxf best-fit model. In fact,
underlying stellar absorption of the balmer lines are expected to
be not negligible in low-luminosity AGNs and to shape the emis-
sion line profile. To adopt the pPXF procedure for BL AGNs, a
window of 12000 km/s around the expected position of balmer
emission lines is excluded from the fit. Figure 3 shows two pPXF
best-fit models for a type 1.9 AGN and a type 2 AGN candidate
(orange curves in the top panels). In the bottom panels are shown
the results obtained from the multicomponent simultaneous fit
(red curves) and, in the insets, the excess in the balmer emission
lines found after the correction for the pPXF best-fit model. Ne
mostro solo una? con stesso stile di fig. 2 (mostrando lo spettro
intero e i due insets)? We found that the balmer stellar absorp-
tion features can actually determine underestimates, on average,
of ≈ 15 and ≈ 60% of the Hα and Hβ fluxes. In particular, as
expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spec-
troscopic analysis, after the correction from stellar features, for
both NC (left) and OC (right). The lines drawn in the diagrams
correspond to the theoretical redshift-dependent curves (at z =
0) used to separate purely SF galaxies from galaxies containing
AGN (Eq. 1 of Kewley et al. 2013). For almost all the sources,
the systemic NC and the OC are consistent with an AGN clas-
sification. OC dots are more scattered because of their asso-
ciated lower intensities: this determine an important degener-
acy in the fit results, in particular for type 1 AGNs (blue cir-
cles) for which an higher number of components must be taken
into account. We excluded from our following analysis 45 tar-
gets (marked with red crosses in the figure) (ma mancano Lx
T13). For these sources, the SF nature highlighted by the BPT
diagrams, has been confirmed by the concomitance of red spec-
tra, low X-ray luminosities (i.e. <1042 erg/s), X-ray spectra (??).

1 Double peaked profiles could be associate both with biconical QSO
winds and binary AGNs; SDSS spectra do not allow a separation be-
tween the two classes of objects (see discussion in Yuan+16, Sec. 3.2)
and are therefore excluded.

We note that the exclusion of few targets above the theoretical
transitional curve is due to a conservative approach that takes
into account two considerations. The first one is related to the
possible stellar absorption feature contribute for those sources
for which low S/N spectra did not allow stellar features mod-
elling. The corrections for the balmer NC above mentioned re-
gard only ≈ 50% of the sample fitted with pPXF; nevertheless,
we used average corrections to estimate representative shifts in
the BPT diagram. These correspond to a downward shift of ≈ 0.2
in log[[OIII]5007/Hβ], and a left shift of ≈ 0.1 in log[[NII]/Hα].
We take into account these possible displacements for all type
1.9 and type 2 targets without good pPXF fit, for which we ex-
pect possible contribute of stellar absorption features. The sec-
ond consideration regards the error associated with each source
(see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission. For the remaining 5 % (4 targets) we ob-
served OIII/Hβ consistent with the average value observed for
the entire sample (log[OIII/Hβ]∼ 1), for both NC and, when
present, OC. We therefore confirm the AGN nature for all the
z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

3.3. Unperturbed and Outflowing gas Electron Temperature

and Density

Electron density and electron temperature of AGN-driven out-
flow regions are largely unknown. These quantities are today im-
portant sources of uncertainties in outflow kinematic estimates
for the ionised phase traced by [OIII]λ5007. Carniani+2015
showed how these quantities enter in the determination of the
outflowing mass and, in consequence, of the mass rate, kinetic
and momentum energy. Here we report the Eq. (5) they derived
for the [OIII]λ5007 line:

M[OIII] = 1.7 × 103 mpCL[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
, (1)

Mout
[OIII] ∝

L[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
(2)

Ṁout ∝ MoutVout/R (3)

Ėout ∝ ṀoutV2
out (4)

Ṗout ∝ ṀoutVout (5)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
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Ṗout ≈ Lbol/c [Ionised out f lows] (8)

Ṗout ≈ 20Lbol/c [Molecular out f lows] (9)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (10)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).

We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
outflowing and systemic ionized gas, the amplitude fractions
OC/NC should be the same in [OIII]λ5007 and [OIII]λ4363. We
fitted the emission lines with this additional constrain. The fit re-
sults are shown in fig. 6. The first four rows show the 10 targets
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Ėout ≈ 1 − 5%Lbol [Molecular out f lows] (8)

Ṗout ≈ Lbol/c [Ionised out f lows] (9)

Ṗout ≈ 10 − 50 Lbol/c [Molecular out f lows] (10)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).

We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
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Ėout ≈ 1 − 5%Lbol [Molecular out f lows] (8)

Ṗout ≈ Lbol/c [Ionised out f lows] (9)

Ṗout ≈ 10 − 50 Lbol/c [Molecular out f lows] (10)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).

We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
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of these AGN candidates, we used emission line diagnostics, as
illustrated in the next section.

We excluded from any further analysis 7 [OIII] double
peaked galaxies1, 5 red galaxies with high sky residuals at ≈
5000Å responsible for bad estimate of the S/N[OIII], and 6 galax-
ies with strong and complex stellar continuum in the proximity
of Hα region.

3.2. BPT emission line diagnostics

For 441 sources we detected BLR emission, which is an un-
ambiguous indicator for AGN presence in the host. Neverthe-
less, some of our targets show the concomitance of a stellar
continuum and BLR emission, indicating the presence of low-
luminosity AGN oriented so that we are viewing the BLR emis-
sion. In particular, 81 sources show a broad profile in the Hα and
not in the Hβ (see Fig. 2, central panel), i.e. are type 1.9 AGNs. In
the following, we distinguish between type 1 and type 1.9 AGN
candidates. Therefore, we used the optical diagnostic Baldwin-
Phillips-Terlevich diagram (BPT; Baldwin et al. 1981), which
employ two line flux ratios [OIII]5007/Hβ and [NII]/Hα, as a
further tool to investigate the nature of the ionizing sources of the
optical emission lines for such objects. Most importantly, BPT
diagnostic is also needful to understand the nature of the type 2
AGN candidates. Prior to compute the line flux ratios, we fitted
the stellar continuum using penalised pixel fitting (pPXF; Cap-
pellari+2004) and corrected the balmer line fluxes taking into
account the stellar features from the ppxf best-fit model. In fact,
underlying stellar absorption of the balmer lines are expected to
be not negligible in low-luminosity AGNs and to shape the emis-
sion line profile. To adopt the pPXF procedure for BL AGNs, a
window of 12000 km/s around the expected position of balmer
emission lines is excluded from the fit. Figure 3 shows two pPXF
best-fit models for a type 1.9 AGN and a type 2 AGN candidate
(orange curves in the top panels). In the bottom panels are shown
the results obtained from the multicomponent simultaneous fit
(red curves) and, in the insets, the excess in the balmer emission
lines found after the correction for the pPXF best-fit model. Ne
mostro solo una? con stesso stile di fig. 2 (mostrando lo spettro
intero e i due insets)? We found that the balmer stellar absorp-
tion features can actually determine underestimates, on average,
of ≈ 15 and ≈ 60% of the Hα and Hβ fluxes. In particular, as
expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spec-
troscopic analysis, after the correction from stellar features, for
both NC (left) and OC (right). The lines drawn in the diagrams
correspond to the theoretical redshift-dependent curves (at z =
0) used to separate purely SF galaxies from galaxies containing
AGN (Eq. 1 of Kewley et al. 2013). For almost all the sources,
the systemic NC and the OC are consistent with an AGN clas-
sification. OC dots are more scattered because of their asso-
ciated lower intensities: this determine an important degener-
acy in the fit results, in particular for type 1 AGNs (blue cir-
cles) for which an higher number of components must be taken
into account. We excluded from our following analysis 45 tar-
gets (marked with red crosses in the figure) (ma mancano Lx
T13). For these sources, the SF nature highlighted by the BPT
diagrams, has been confirmed by the concomitance of red spec-
tra, low X-ray luminosities (i.e. <1042 erg/s), X-ray spectra (??).

1 Double peaked profiles could be associate both with biconical QSO
winds and binary AGNs; SDSS spectra do not allow a separation be-
tween the two classes of objects (see discussion in Yuan+16, Sec. 3.2)
and are therefore excluded.

We note that the exclusion of few targets above the theoretical
transitional curve is due to a conservative approach that takes
into account two considerations. The first one is related to the
possible stellar absorption feature contribute for those sources
for which low S/N spectra did not allow stellar features mod-
elling. The corrections for the balmer NC above mentioned re-
gard only ≈ 50% of the sample fitted with pPXF; nevertheless,
we used average corrections to estimate representative shifts in
the BPT diagram. These correspond to a downward shift of ≈ 0.2
in log[[OIII]5007/Hβ], and a left shift of ≈ 0.1 in log[[NII]/Hα].
We take into account these possible displacements for all type
1.9 and type 2 targets without good pPXF fit, for which we ex-
pect possible contribute of stellar absorption features. The sec-
ond consideration regards the error associated with each source
(see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission. For the remaining 5 % (4 targets) we ob-
served OIII/Hβ consistent with the average value observed for
the entire sample (log[OIII/Hβ]∼ 1), for both NC and, when
present, OC. We therefore confirm the AGN nature for all the
z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

3.3. Unperturbed and Outflowing gas Electron Temperature

and Density

Electron density and electron temperature of AGN-driven out-
flow regions are largely unknown. These quantities are today im-
portant sources of uncertainties in outflow kinematic estimates
for the ionised phase traced by [OIII]λ5007. Carniani+2015
showed how these quantities enter in the determination of the
outflowing mass and, in consequence, of the mass rate, kinetic
and momentum energy. Here we report the Eq. (5) they derived
for the [OIII]λ5007 line:

M[OIII] = 1.7 × 103 mpCL[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
, (1)

Mout
[OIII] ∝

L[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
(2)

Ṁout ∝ MoutVout/R (3)

Ėout ∝ ṀoutV2
out (4)

Ṗout ∝ ṀoutVout (5)

Ṁout ∝ L0.5
bol (6)

Ėout ≈ 0.05 − 0.1% Lbol [Ionised out f lows] (7)
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• To derive outflow properties, several critical assumptions are 
required, making the comparison with model predictions very 
difficult. 

• Ionized Mass Outflow estimates are commonly obtained starting from 
the [OIII]5007 luminosity associated to the outflow

Assumptions are usually required for 

• the metallicity term (see Perna+15)

• the emissivity j[OIII], weakly dependent on electron density (Ne) and 
electron temperature (Te) within the outflowing regions  

• the average Ne  

[oiii]5007 mass outflow
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of these AGN candidates, we used emission line diagnostics, as
illustrated in the next section.

We excluded from any further analysis 7 [OIII] double
peaked galaxies1, 5 red galaxies with high sky residuals at ≈
5000Å responsible for bad estimate of the S/N[OIII], and 6 galax-
ies with strong and complex stellar continuum in the proximity
of Hα region.

3.2. BPT emission line diagnostics

For 441 sources we detected BLR emission, which is an un-
ambiguous indicator for AGN presence in the host. Neverthe-
less, some of our targets show the concomitance of a stellar
continuum and BLR emission, indicating the presence of low-
luminosity AGN oriented so that we are viewing the BLR emis-
sion. In particular, 81 sources show a broad profile in the Hα and
not in the Hβ (see Fig. 2, central panel), i.e. are type 1.9 AGNs. In
the following, we distinguish between type 1 and type 1.9 AGN
candidates. Therefore, we used the optical diagnostic Baldwin-
Phillips-Terlevich diagram (BPT; Baldwin et al. 1981), which
employ two line flux ratios [OIII]5007/Hβ and [NII]/Hα, as a
further tool to investigate the nature of the ionizing sources of the
optical emission lines for such objects. Most importantly, BPT
diagnostic is also needful to understand the nature of the type 2
AGN candidates. Prior to compute the line flux ratios, we fitted
the stellar continuum using penalised pixel fitting (pPXF; Cap-
pellari+2004) and corrected the balmer line fluxes taking into
account the stellar features from the ppxf best-fit model. In fact,
underlying stellar absorption of the balmer lines are expected to
be not negligible in low-luminosity AGNs and to shape the emis-
sion line profile. To adopt the pPXF procedure for BL AGNs, a
window of 12000 km/s around the expected position of balmer
emission lines is excluded from the fit. Figure 3 shows two pPXF
best-fit models for a type 1.9 AGN and a type 2 AGN candidate
(orange curves in the top panels). In the bottom panels are shown
the results obtained from the multicomponent simultaneous fit
(red curves) and, in the insets, the excess in the balmer emission
lines found after the correction for the pPXF best-fit model. Ne
mostro solo una? con stesso stile di fig. 2 (mostrando lo spettro
intero e i due insets)? We found that the balmer stellar absorp-
tion features can actually determine underestimates, on average,
of ≈ 15 and ≈ 60% of the Hα and Hβ fluxes. In particular, as
expected, they affect only the narrow components.

Figure 4 shows the BPT diagrams obtained from our spec-
troscopic analysis, after the correction from stellar features, for
both NC (left) and OC (right). The lines drawn in the diagrams
correspond to the theoretical redshift-dependent curves (at z =
0) used to separate purely SF galaxies from galaxies containing
AGN (Eq. 1 of Kewley et al. 2013). For almost all the sources,
the systemic NC and the OC are consistent with an AGN clas-
sification. OC dots are more scattered because of their asso-
ciated lower intensities: this determine an important degener-
acy in the fit results, in particular for type 1 AGNs (blue cir-
cles) for which an higher number of components must be taken
into account. We excluded from our following analysis 45 tar-
gets (marked with red crosses in the figure) (ma mancano Lx
T13). For these sources, the SF nature highlighted by the BPT
diagrams, has been confirmed by the concomitance of red spec-
tra, low X-ray luminosities (i.e. <1042 erg/s), X-ray spectra (??).

1 Double peaked profiles could be associate both with biconical QSO
winds and binary AGNs; SDSS spectra do not allow a separation be-
tween the two classes of objects (see discussion in Yuan+16, Sec. 3.2)
and are therefore excluded.

We note that the exclusion of few targets above the theoretical
transitional curve is due to a conservative approach that takes
into account two considerations. The first one is related to the
possible stellar absorption feature contribute for those sources
for which low S/N spectra did not allow stellar features mod-
elling. The corrections for the balmer NC above mentioned re-
gard only ≈ 50% of the sample fitted with pPXF; nevertheless,
we used average corrections to estimate representative shifts in
the BPT diagram. These correspond to a downward shift of ≈ 0.2
in log[[OIII]5007/Hβ], and a left shift of ≈ 0.1 in log[[NII]/Hα].
We take into account these possible displacements for all type
1.9 and type 2 targets without good pPXF fit, for which we ex-
pect possible contribute of stellar absorption features. The sec-
ond consideration regards the error associated with each source
(see error bars in figures).

About 14 % of our targets have z> 0.4. For these targets it is
therefore not possible to use the BPT diagram because we have
only the OIII/Hβ ratio. However, these sources are generally as-
sociated with blue spectra, and 95% of them show unambiguous
BLR Hβ emission. For the remaining 5 % (4 targets) we ob-
served OIII/Hβ consistent with the average value observed for
the entire sample (log[OIII/Hβ]∼ 1), for both NC and, when
present, OC. We therefore confirm the AGN nature for all the
z>0.4 targets.

Summarizing, thanks to the BPT diagnostic coupled with a
visual inspection of the spectra and the available X-ray analysis,
we obtained a final sample of xxx AGNs (xx type 1, xx type 1.9,
xx type 2).

3.3. Unperturbed and Outflowing gas Electron Temperature

and Density

Electron density and electron temperature of AGN-driven out-
flow regions are largely unknown. These quantities are today im-
portant sources of uncertainties in outflow kinematic estimates
for the ionised phase traced by [OIII]λ5007. Carniani+2015
showed how these quantities enter in the determination of the
outflowing mass and, in consequence, of the mass rate, kinetic
and momentum energy. Here we report the Eq. (5) they derived
for the [OIII]λ5007 line:

M[OIII] = 1.7 × 103 mpCL[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
, (1)

Mout
[OIII] ∝

L[OIII]

10[O/H]−[O/H]⊙ j[OIII] < Ne >
(2)

Ṁout ∝ MoutVout/R (3)

Ėout ∝ ṀoutV2
out (4)

Ṗout ∝ ṀoutVout (5)

Ṁout ∝ L0.5
bol (6)

Ėout ≈ 0.05 − 0.1% Lbol [Ionised out f lows] (7)
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• Different assumptions for Ne and Te are used in the literature to 
derive mass outflow, mostly based on few estimates.

• Ne measurements ( assuming Te=10'000 K ) : 
Rodriguez-Zaurin+13 ( Ne > 4'000  cm-3 ) 
Harrison+12 ( Ne =  500  cm-3   [ ULIRGs staked spectrum] ) 
Harrison+14; Westmoquette+12 ( Ne =  200-1000 cm-3  )
Genzel+14  ( Ne =   80  cm-3  [ SF-ionized gas ] )
Perna+15  (  Ne = 120  cm-3    [ single obj ] )  
...

• Ne + Te measurements 
Brusa+16  ( Ne = 780 cm-3 ;  Te = 13'000  [ single obj ] )
Villar Martin+14 ( Ne = 800-3200 cm-3 ; Te ≈ 16'000  [ 4 obj ] )
Nesvadba+08    ( Ne = 500 cm-3 ; Te ≈ 11'000 K  [ single obj ] )

electron density and 
temperature Assumptions
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• Plasma diagnostics such as [OIII]4363,4959,5007 and [SII]6716,6731 
can be used to derive outflow Te and Ne (Osterbrock & Ferland 2006), 
but usually great challenges preclude their adoption.

electron density and 
temperature Assumptions
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Ėout ≈ 0.1 − 5% Lbol [Molecular out f lows] (8)

Ṗout ≈ Lbol/c [Ionised out f lows] (9)

Ṗout ≈ 10 − 50 Lbol/c [Molecular out f lows] (10)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

R[S II] = F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

R[OIII] = [F(λ5007) + F(λ4959)]/F(λ4363) (12)

Te = 32900/ln(R[OIII]/7.9) (13)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).
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Ėout ≈ 0.1 − 5% Lbol [Molecular out f lows] (8)
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the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).
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The X-ray/SDSS sample
• Motivated by our recent results (see Brusa+16), we collected a sample 

of ~ 500 X-ray/SDSS AGNs to derive general relations between 
nuclear X-ray emission and outflow properties. 
Outflows are found in ~ 50% of AGNs. 

• Here we present the Plasma Diagnostic analysis and the physical 
characterization of the NLR and ionized outflowing gas.
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Ėout ≈ 0.1 − 5% Lbol [Molecular out f lows] (8)

Ṗout ≈ Lbol/c [Ionised out f lows] (9)

Ṗout ≈ 10 − 50 Lbol/c [Molecular out f lows] (10)

where mp is the proton mass, C =< Ne >2 / < N2
e >,

L[OIII] is the [OIII]λ5007 luminosity, 10[O/H]−[O/H]⊙ is the metal-
licity, j[OIII] the emissivity. This last term is weakly dependent
on electron density but could determine uncertainties of a factor
of three if the temperature if wrongly assumed2. More impor-
tantly, the outflow mass show an inverse proportionality to the
electron density. Outflow energetics are usually derived assum-
ing given values for electron temperature and density. While a
general consensus is found for a Te = 104 K (e.g., Harrison+14;
...), several values are used for the electron density: for example,
Cano-Diaz+12 assumed 1000 cm3, Carniani+15 500 cm3 and
Cresci+15 100 cm3.

Few diagnostic ratios involving forbidden lines can be used
to derive these properties in regions with densities � 104 cm−3

(depending on the critical density of the involved forbidden tran-
sitions). In particular, [SII]λλ6716,6731, [OIII] and [NII] diag-
nostics are pontentially usefull to measure Ne and Te because
of their optical wavelengths3. Unfortunately, the faintness of the
involved emission lines (in particular, OIII4363 and NII5755)
make difficult the measure of these quantities. The fact that the
OC are generally fainter that the NLR ones, makes further dif-
ficult to derive such diagnostic informations. Only for a handful
of previous studies it was possible to derive, although with large
uncertainties, these quantities. These works are generally based
on single luminous targets (e.g., Perna+15;Brusa+16) or, in the
best cases, on small number of sources (e.g., Westmoquette+12)
or staked spectra (Harrison+12). These few results, that pointed
to large ranges of values for the electron densities, from ≈ 102 to
> 103 (see, e.g., Perna+15 ; Rodriguez-Zaurin+13), at the origin
of the variety of assumed Ne values in literature. To the best of
our knowledge, the electron temperature has been derived only
for 6 targets (Brusa+16;Villar-Martin+14;Nesvadba+08), with
Te ≈ 1.5 × 104 K.

Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.

3.3.1. The [SII] density-sensive ratio

The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
F(λ6716)/F(λ6731); Osterbrock 1989). We measured the NLR
R[S II] for all AGNs with no severe and ambiguous blending with
Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
2 [OIII]λ5007 emissivity from PyNeb (Luridiana+15):
j(Te = 104K,Ne = 102cm−3) ≈ j(Te = 104K,Ne = 103cm−3) ≈ 3.5 ×
10−21 erg/s cm3;
j(Te = 2 × 104K,Ne = 102cm−3) ≈ j(Te = 2 × 104K,Ne = 103cm−3) ≈
1.2 × 10−21 erg/s cm3.
3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

R[S II] = F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

R[OIII] = [F(λ5007) + F(λ4959)]/F(λ4363) (12)

Te = 32900/ln(R[OIII]/7.9) (13)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).
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Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.
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The electron density of the systemic component can be ob-
tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
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Hα BLR emission (see, e.g., the third row of Fig. fitspettri) and,
more importantly, without outflows revealed in simultaneous fits.
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3 [OII]λ3727 diagnostic cannot be applied in AGNs because of the
blending due to its two components line width, generally larger or com-
parable with their wavelength separation (2.8Å)

In fact, when broad OC components are revealed, the doublet
lines are usually severely blended, and in general the fitting pro-
cedure does not give unambiguous results. From this sample we
obtained the distribution shown in Fig 5, left (grey histogram).

We note that the wing to lower ratios is due only to the higher
z sources in the sample. Their lower S/N spectra (see Fig. 1), can
easily explain the observed broad distribution through degrading
fit results.

To study the electron density of the outflowing regions, we
have focused our analysis on those AGNs with the simplest spec-
tral profiles (i.e. only two kinematic components revealed by the
fit of the [OIII] lines, well defined [SII] wings) and, as before,
without strong blending with BC. Although the large number of
targets with intense [SII] emission, only 28 targets satisfy the
above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
but is unambiguously shifted to lower ratios.

The SII ratio is related to the electron density through the
equation,

R[S II] = F(λ6716)/F(λ6731) = 1.49
1 + 3.77x
1 + 12.8x

, (11)

R[OIII] = [F(λ5007) + F(λ4959)]/F(λ4363) (12)

Te = 32900/ln(R[OIII]/7.9) (13)

where x= 0.01 Ne/
√

Te is the term related to the collisional
de-excitation rate, and explicit the dependence on the electron
temperature. Methods to determine the electron Temperature
uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγλ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
(black and blue shaded areas, respectively).
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Taking advantage of the large sample collected, we analysed
the spectra to constrain, as best we can, these quantities for both
the unperturbed and outflowing gas.
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tained through the [SII]λλ6716,6731 doublet ratio (R[S II] =
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fit results.
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above mentioned conditions. The fitted spectra are shown in fig.
xx. From this sample, we computed the R[S II] for both NC and
OC. The NC R[S II] distribution (fig 5, left black curve) has a
smaller spread when compared with that of the AGN sample
without OC components, because of the particular selection. The
OC R[S II] distribution (blue area) cover a larger range of values,
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uses sensitive line ratios such as [OIII]λλ4959,5007 and [OIII]λ
(R[OIII] diagnostic), or [NII]λλ6550,6585 and [NII]λ5755 (R[NII]
diagnostic). However, as mentioned before, Te is generally not
estimated because of the faintness of the involved emission lines
(i.e., [OIII]λ and [NII]λ5755). In the best scenario, for each tar-
get for with we derived a [SII] ratio, we should associate also an
electron temperature to derive the relative Ne. Unfortunately, sig-
nificant emission (i.e. S/N > 5) in the OIII4363 and/or NII5755
regions is detected only for a small fraction of the AGN sam-
ple (see below). Therefore, we choose to follow a statistical ap-
proach to try to derive the average electron temperature.

3.3.2. The [OIII] temperature-sensitive ratio

We selected 44 sources with well detected [OIII]λ4363 (S/N>5)
that is not affected from the contamination by Hγλ4342 BLR
emission. We fitted simultaneously the two lines. For all targets
we imposed the same systemics, widths and sets of gaussian
components as obtained from the simultaneous fit in the Hα-
and Hβ-regions. To additionally reduce the degeneracy in the
fit results for such faint emission lines, we choose to not anal-
yse the sources with S/N<10 that showed evidences of outflows
in the brighter emission lines (e.g., [OIII]λ5007). This reduced
the sample to 18 targets: 10 ( S/N>5) sources fitted with a NC,
8 (S/N≥10) sources fitted with NC+OC. The ratio distributions
for both the NC and OC components are shown in Fig. 5, right
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(a) (b)

Fig. 4: BPT diagrams – Standard diagnostic diagram showing the classification scheme by Kewley et al. (2013). The lines drawn in

the diagram correspond to the theoretical redshift-dependent curves at z=0 (solid) and z=0.4 (dashed line) used to separate purely SF

galaxies from galaxies containing AGN (Kewley et al. 2013). Black and blue symbols correspond to the systemic NC and outflow

OC flux ratios, respectively. Representative error bars are shown only for an small fraction of targets. Circles, squares and triangles

denote Type 1, type 2 and type 1.9 AGNs respectively. Red crosses highlighted the SFGs discarted from the sample.

Fig. 5: (left:) [SII]λλ6716,6731 ratio distributions. The grey solid line mark the distribution for the AGN sample without evidence

of outflows from our line fitting routine; Vertical dashed lines mark the related median and 68% interval. The black and blue shaded

areas denote the distributions for NC and OC [SII] ratios. (right:) [OIII] ratio distributions. Gray shaded area mark the R[OIII]

distribution for the unperturbed ionised gas (NC). Blue shaded area denotes the outflow emission R[OIII] distribution of S/N>10

sources. The blue dashed line show the R[OIII] histogram of the outflow components of all S/N>5 sources, analysed as described in

the text.
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R[OIII] distribution for both NLR (NC) and 
outflow (OC) components has been 
obtained selecting sources with well 
detected [OIII]4363.

The analysis results suggest that, on 
average, NC and OC share similar Electron 
Temperatures.

We derived 
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We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
outflowing and systemic ionized gas, the amplitude fractions
OC/NC should be the same in [OIII]λ5007 and [OIII]λ4363. We
fitted the emission lines with this additional constrain. The fit re-
sults are shown in fig. 6. The first four rows show the 10 targets
with S/N>5 without outflow (fitted with a single gaussian com-
ponent), and the 8 S/N> 10 sources with outflow components
(fitted with free amplitude ratios). The last seven rows show the
26 targets with 5<S/N<10, fitted with constrained [OIII]λ4363
amplitude ratios.

We note that the profiles are generally well reproduced under
this assumption. Of course, the low quality of the spectra do not
allow a strong result significance. However, the fact that the de-
rived R[OIII] show a similar distribution to the other targets, may
confirm our hypothesis. In Fig. 5, right, we showed with dashed
blue curve the distribution obtained adding these 26 targets to
the outflow sample.

Another temperature sentitive lines ratio is, as mentioned be-
fore, given by the [NII] diagnostic. We found in our sample 7
[NII]λ5755 emission lines with a S/N > 5. This line in not af-
fected by any blending but, unfortunately, the [NII]λλ6550,6585
doublet is severely blended within the Ha-[NII] complex for 5/7
sources, when OC components and/or BLR emission are present.
Therefore, we decided to not use this diagnostic.

Finally, we note that, beeing temperature-sensitive lines are
relatively close in wavelength, no correction for extinction are
needed.

3.3.3. Results

From the final R[OIII] distribution we have taken the median
value, with the uncertainties defined by the 68% confidence in-
tervals, to compute a fiducial estimate of the electron temper-
ature through the Osterbrock & Ferland 2006 formula: Te =
1.7+1.1
−0.3×104 K. We used this median temperature to derive fidu-

cial electron densities from Eq. 11, for both NC and OC emis-
sion: Ne(NC) = 500+400

−300cm
−3; Ne(OC) = 1000+2000

−700 cm
−3. Al-

though with large uncertainties, the outflow condition estimates
are, to the best of our knowledge, the first average estimates from
a medium size sample (≈ 30 targets).

NLR diagnostics have been derived for a large sample of
SDSS Seyferts by Zhang+2013. They derived < Ne >≈ 400 and
< Te >≈ 1.5e4 K. Our estimates are therefore totally consistent
with their results.

3.3.4. Possible bias in Te due to [OIII]λ4363 selection

The fact that we are computing the electron temperature only for
those sources with intense [OIII]λ4363 could strongly bias our
results by favouring targets with higher Te. We computed 1σ up-
per limits for all those sources without clear detection and, from
the median value of their Roiii distribution, we derived an upper
limit on the electron temperature of ≈ 3x104 K. Unfortunately
this value is not useful to our purpose.
However, the fact that we did not observe any difference in the
average Te between the SN>10 and 5<SN<10 samples, could
suggest that the bias is, if any, negligible. The same behaviour

Fig. 7: (Top panels:) [OIII]/Hbeta versus NII/Halpha and
SII/Halpha BPT diagrams for the 28 sources used to derive
the outflow electron density. (Bottom panels:) FWHM plotted
against log([NII]/Hα), on the left, and log([SII]/Hα), on the
right. Both NC (black) and OC (blue circles) are shown. Shock
model grids are overplotted, with increasing velocities, from 100
to 1000 km/s (red to green lines), and magnetic field (blue to pur-
ple curves).

can be seen for the large sample studied by Zhang+2013, for
which the same NLR electron temperature has been found for
both their two [OIII]4363 luminosity subclasses of Seyfets4.

4. Discussion

Figure 7 shows two BPT diagrams, [OIII]/Hbeta versus
NII/Halpha and SII/Halpha for both NC (black) and OC (blue
circles). The lines drawn in the diagrams correspond to the opti-
cal classification scheme of Keylew+06,13: in the second BPT,
the diagonal line marks the LINER locus. Overplotted on the fig-
ure are the results from our fitting routine for the 28 sources with
well constrained [SII] components. Their OC appear associated
with same level of ionization of NC but larger NII/Halpha and
SII/Halpha ratios. The second diagnostic diagram demostrates
clearly a LINER-like emission for the outflow components. Such
kind of line ratios are generally associated to ionization by fast
radiative shocks (e.g., Allen+2008; but see also Belfiore+16).
Shock model results have been made available for a large range
of physical parameters: preshock density Npre

e , shock velocity,
magnetic field and abundances. We superimposed on the fig-
ure a grid of shock model with assumed solar abundance and a
preshock density of 100 cm−3 (ITERA; GrovesAllen2010). The
grid shows different line ratios for various values of magnetic
field and shock velocities (up to 1000 km/s). The models, how-
ever, fail to reproduce the exact position of our souces in the
BPT diagrams. We tested all available shock models from the IT-

4 Their third subclass is associated with much fainter (1σ detection)
OIII4363 lines, and therefore with not well constrained results. (In re-
alta’, confondono l’upper limit col lower limit...)
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We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
outflowing and systemic ionized gas, the amplitude fractions
OC/NC should be the same in [OIII]λ5007 and [OIII]λ4363. We
fitted the emission lines with this additional constrain. The fit re-
sults are shown in fig. 6. The first four rows show the 10 targets
with S/N>5 without outflow (fitted with a single gaussian com-
ponent), and the 8 S/N> 10 sources with outflow components
(fitted with free amplitude ratios). The last seven rows show the
26 targets with 5<S/N<10, fitted with constrained [OIII]λ4363
amplitude ratios.

We note that the profiles are generally well reproduced under
this assumption. Of course, the low quality of the spectra do not
allow a strong result significance. However, the fact that the de-
rived R[OIII] show a similar distribution to the other targets, may
confirm our hypothesis. In Fig. 5, right, we showed with dashed
blue curve the distribution obtained adding these 26 targets to
the outflow sample.

Another temperature sentitive lines ratio is, as mentioned be-
fore, given by the [NII] diagnostic. We found in our sample 7
[NII]λ5755 emission lines with a S/N > 5. This line in not af-
fected by any blending but, unfortunately, the [NII]λλ6550,6585
doublet is severely blended within the Ha-[NII] complex for 5/7
sources, when OC components and/or BLR emission are present.
Therefore, we decided to not use this diagnostic.

Finally, we note that, beeing temperature-sensitive lines are
relatively close in wavelength, no correction for extinction are
needed.

3.3.3. Results

From the final R[OIII] distribution we have taken the median
value, with the uncertainties defined by the 68% confidence in-
tervals, to compute a fiducial estimate of the electron temper-
ature through the Osterbrock & Ferland 2006 formula: Te =
1.7+1.1
−0.3×104 K. We used this median temperature to derive fidu-

cial electron densities from Eq. 11, for both NC and OC emis-
sion: Ne(NC) = 500+400

−300cm
−3; Ne(OC) = 1000+2000

−700 cm
−3. Al-

though with large uncertainties, the outflow condition estimates
are, to the best of our knowledge, the first average estimates from
a medium size sample (≈ 30 targets).

NLR diagnostics have been derived for a large sample of
SDSS Seyferts by Zhang+2013. They derived < Ne >≈ 400 and
< Te >≈ 1.5e4 K. Our estimates are therefore totally consistent
with their results.

3.3.4. Possible bias in Te due to [OIII]λ4363 selection

The fact that we are computing the electron temperature only for
those sources with intense [OIII]λ4363 could strongly bias our
results by favouring targets with higher Te. We computed 1σ up-
per limits for all those sources without clear detection and, from
the median value of their Roiii distribution, we derived an upper
limit on the electron temperature of ≈ 3x104 K. Unfortunately
this value is not useful to our purpose.
However, the fact that we did not observe any difference in the
average Te between the SN>10 and 5<SN<10 samples, could
suggest that the bias is, if any, negligible. The same behaviour

Fig. 7: (Top panels:) [OIII]/Hbeta versus NII/Halpha and
SII/Halpha BPT diagrams for the 28 sources used to derive
the outflow electron density. (Bottom panels:) FWHM plotted
against log([NII]/Hα), on the left, and log([SII]/Hα), on the
right. Both NC (black) and OC (blue circles) are shown. Shock
model grids are overplotted, with increasing velocities, from 100
to 1000 km/s (red to green lines), and magnetic field (blue to pur-
ple curves).

can be seen for the large sample studied by Zhang+2013, for
which the same NLR electron temperature has been found for
both their two [OIII]4363 luminosity subclasses of Seyfets4.

4. Discussion

Figure 7 shows two BPT diagrams, [OIII]/Hbeta versus
NII/Halpha and SII/Halpha for both NC (black) and OC (blue
circles). The lines drawn in the diagrams correspond to the opti-
cal classification scheme of Keylew+06,13: in the second BPT,
the diagonal line marks the LINER locus. Overplotted on the fig-
ure are the results from our fitting routine for the 28 sources with
well constrained [SII] components. Their OC appear associated
with same level of ionization of NC but larger NII/Halpha and
SII/Halpha ratios. The second diagnostic diagram demostrates
clearly a LINER-like emission for the outflow components. Such
kind of line ratios are generally associated to ionization by fast
radiative shocks (e.g., Allen+2008; but see also Belfiore+16).
Shock model results have been made available for a large range
of physical parameters: preshock density Npre

e , shock velocity,
magnetic field and abundances. We superimposed on the fig-
ure a grid of shock model with assumed solar abundance and a
preshock density of 100 cm−3 (ITERA; GrovesAllen2010). The
grid shows different line ratios for various values of magnetic
field and shock velocities (up to 1000 km/s). The models, how-
ever, fail to reproduce the exact position of our souces in the
BPT diagrams. We tested all available shock models from the IT-

4 Their third subclass is associated with much fainter (1σ detection)
OIII4363 lines, and therefore with not well constrained results. (In re-
alta’, confondono l’upper limit col lower limit...)
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We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
outflowing and systemic ionized gas, the amplitude fractions
OC/NC should be the same in [OIII]λ5007 and [OIII]λ4363. We
fitted the emission lines with this additional constrain. The fit re-
sults are shown in fig. 6. The first four rows show the 10 targets
with S/N>5 without outflow (fitted with a single gaussian com-
ponent), and the 8 S/N> 10 sources with outflow components
(fitted with free amplitude ratios). The last seven rows show the
26 targets with 5<S/N<10, fitted with constrained [OIII]λ4363
amplitude ratios.

We note that the profiles are generally well reproduced under
this assumption. Of course, the low quality of the spectra do not
allow a strong result significance. However, the fact that the de-
rived R[OIII] show a similar distribution to the other targets, may
confirm our hypothesis. In Fig. 5, right, we showed with dashed
blue curve the distribution obtained adding these 26 targets to
the outflow sample.

Another temperature sentitive lines ratio is, as mentioned be-
fore, given by the [NII] diagnostic. We found in our sample 7
[NII]λ5755 emission lines with a S/N > 5. This line in not af-
fected by any blending but, unfortunately, the [NII]λλ6550,6585
doublet is severely blended within the Ha-[NII] complex for 5/7
sources, when OC components and/or BLR emission are present.
Therefore, we decided to not use this diagnostic.

Finally, we note that, beeing temperature-sensitive lines are
relatively close in wavelength, no correction for extinction are
needed.

3.3.3. Results

From the final R[OIII] distribution we have taken the median
value, with the uncertainties defined by the 68% confidence in-
tervals, to compute a fiducial estimate of the electron temper-
ature through the Osterbrock & Ferland 2006 formula: Te =
1.7+1.1
−0.3×104 K. We used this median temperature to derive fidu-

cial electron densities from Eq. 11, for both NC and OC emis-
sion: Ne(NC) = 500+400

−300cm
−3; Ne(OC) = 1000+2000

−700 cm
−3. Al-

though with large uncertainties, the outflow condition estimates
are, to the best of our knowledge, the first average estimates from
a medium size sample (≈ 30 targets).

NLR diagnostics have been derived for a large sample of
SDSS Seyferts by Zhang+2013. They derived < Ne >≈ 400 and
< Te >≈ 1.5e4 K. Our estimates are therefore totally consistent
with their results.

3.3.4. Possible bias in Te due to [OIII]λ4363 selection

The fact that we are computing the electron temperature only for
those sources with intense [OIII]λ4363 could strongly bias our
results by favouring targets with higher Te. We computed 1σ up-
per limits for all those sources without clear detection and, from
the median value of their Roiii distribution, we derived an upper
limit on the electron temperature of ≈ 3x104 K. Unfortunately
this value is not useful to our purpose.
However, the fact that we did not observe any difference in the
average Te between the SN>10 and 5<SN<10 samples, could
suggest that the bias is, if any, negligible. The same behaviour

Fig. 7: (Top panels:) [OIII]/Hbeta versus NII/Halpha and
SII/Halpha BPT diagrams for the 28 sources used to derive
the outflow electron density. (Bottom panels:) FWHM plotted
against log([NII]/Hα), on the left, and log([SII]/Hα), on the
right. Both NC (black) and OC (blue circles) are shown. Shock
model grids are overplotted, with increasing velocities, from 100
to 1000 km/s (red to green lines), and magnetic field (blue to pur-
ple curves).

can be seen for the large sample studied by Zhang+2013, for
which the same NLR electron temperature has been found for
both their two [OIII]4363 luminosity subclasses of Seyfets4.

4. Discussion

Figure 7 shows two BPT diagrams, [OIII]/Hbeta versus
NII/Halpha and SII/Halpha for both NC (black) and OC (blue
circles). The lines drawn in the diagrams correspond to the opti-
cal classification scheme of Keylew+06,13: in the second BPT,
the diagonal line marks the LINER locus. Overplotted on the fig-
ure are the results from our fitting routine for the 28 sources with
well constrained [SII] components. Their OC appear associated
with same level of ionization of NC but larger NII/Halpha and
SII/Halpha ratios. The second diagnostic diagram demostrates
clearly a LINER-like emission for the outflow components. Such
kind of line ratios are generally associated to ionization by fast
radiative shocks (e.g., Allen+2008; but see also Belfiore+16).
Shock model results have been made available for a large range
of physical parameters: preshock density Npre

e , shock velocity,
magnetic field and abundances. We superimposed on the fig-
ure a grid of shock model with assumed solar abundance and a
preshock density of 100 cm−3 (ITERA; GrovesAllen2010). The
grid shows different line ratios for various values of magnetic
field and shock velocities (up to 1000 km/s). The models, how-
ever, fail to reproduce the exact position of our souces in the
BPT diagrams. We tested all available shock models from the IT-

4 Their third subclass is associated with much fainter (1σ detection)
OIII4363 lines, and therefore with not well constrained results. (In re-
alta’, confondono l’upper limit col lower limit...)
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We note that the R[OIII](OC) distribution is located closely
around the median position of the that of R[OIII](NC). This could
suggest that, on average, NC and OC share similar electron tem-
peratures. Given that the samples are really small to point to-
ward any conclusion, we tested this hypotesis using the 26 tar-
gets previously discarted, i.e. those sources with 5<S/N<10 and
evidence of outflow. If we assume the same temperature for both
outflowing and systemic ionized gas, the amplitude fractions
OC/NC should be the same in [OIII]λ5007 and [OIII]λ4363. We
fitted the emission lines with this additional constrain. The fit re-
sults are shown in fig. 6. The first four rows show the 10 targets
with S/N>5 without outflow (fitted with a single gaussian com-
ponent), and the 8 S/N> 10 sources with outflow components
(fitted with free amplitude ratios). The last seven rows show the
26 targets with 5<S/N<10, fitted with constrained [OIII]λ4363
amplitude ratios.

We note that the profiles are generally well reproduced under
this assumption. Of course, the low quality of the spectra do not
allow a strong result significance. However, the fact that the de-
rived R[OIII] show a similar distribution to the other targets, may
confirm our hypothesis. In Fig. 5, right, we showed with dashed
blue curve the distribution obtained adding these 26 targets to
the outflow sample.

Another temperature sentitive lines ratio is, as mentioned be-
fore, given by the [NII] diagnostic. We found in our sample 7
[NII]λ5755 emission lines with a S/N > 5. This line in not af-
fected by any blending but, unfortunately, the [NII]λλ6550,6585
doublet is severely blended within the Ha-[NII] complex for 5/7
sources, when OC components and/or BLR emission are present.
Therefore, we decided to not use this diagnostic.

Finally, we note that, beeing temperature-sensitive lines are
relatively close in wavelength, no correction for extinction are
needed.

3.3.3. Results

From the final R[OIII] distribution we have taken the median
value, with the uncertainties defined by the 68% confidence in-
tervals, to compute a fiducial estimate of the electron temper-
ature through the Osterbrock & Ferland 2006 formula: Te =
1.7+1.1
−0.3×104 K. We used this median temperature to derive fidu-

cial electron densities from Eq. 11, for both NC and OC emis-
sion: Ne(NC) = 500+400

−300cm
−3; Ne(OC) = 1000+2000

−700 cm
−3. Al-

though with large uncertainties, the outflow condition estimates
are, to the best of our knowledge, the first average estimates from
a medium size sample (≈ 30 targets).

NLR diagnostics have been derived for a large sample of
SDSS Seyferts by Zhang+2013. They derived < Ne >≈ 400 and
< Te >≈ 1.5e4 K. Our estimates are therefore totally consistent
with their results.

3.3.4. Possible bias in Te due to [OIII]λ4363 selection

The fact that we are computing the electron temperature only for
those sources with intense [OIII]λ4363 could strongly bias our
results by favouring targets with higher Te. We computed 1σ up-
per limits for all those sources without clear detection and, from
the median value of their Roiii distribution, we derived an upper
limit on the electron temperature of ≈ 3x104 K. Unfortunately
this value is not useful to our purpose.
However, the fact that we did not observe any difference in the
average Te between the SN>10 and 5<SN<10 samples, could
suggest that the bias is, if any, negligible. The same behaviour

Fig. 7: (Top panels:) [OIII]/Hbeta versus NII/Halpha and
SII/Halpha BPT diagrams for the 28 sources used to derive
the outflow electron density. (Bottom panels:) FWHM plotted
against log([NII]/Hα), on the left, and log([SII]/Hα), on the
right. Both NC (black) and OC (blue circles) are shown. Shock
model grids are overplotted, with increasing velocities, from 100
to 1000 km/s (red to green lines), and magnetic field (blue to pur-
ple curves).

can be seen for the large sample studied by Zhang+2013, for
which the same NLR electron temperature has been found for
both their two [OIII]4363 luminosity subclasses of Seyfets4.

4. Discussion

Figure 7 shows two BPT diagrams, [OIII]/Hbeta versus
NII/Halpha and SII/Halpha for both NC (black) and OC (blue
circles). The lines drawn in the diagrams correspond to the opti-
cal classification scheme of Keylew+06,13: in the second BPT,
the diagonal line marks the LINER locus. Overplotted on the fig-
ure are the results from our fitting routine for the 28 sources with
well constrained [SII] components. Their OC appear associated
with same level of ionization of NC but larger NII/Halpha and
SII/Halpha ratios. The second diagnostic diagram demostrates
clearly a LINER-like emission for the outflow components. Such
kind of line ratios are generally associated to ionization by fast
radiative shocks (e.g., Allen+2008; but see also Belfiore+16).
Shock model results have been made available for a large range
of physical parameters: preshock density Npre

e , shock velocity,
magnetic field and abundances. We superimposed on the fig-
ure a grid of shock model with assumed solar abundance and a
preshock density of 100 cm−3 (ITERA; GrovesAllen2010). The
grid shows different line ratios for various values of magnetic
field and shock velocities (up to 1000 km/s). The models, how-
ever, fail to reproduce the exact position of our souces in the
BPT diagrams. We tested all available shock models from the IT-

4 Their third subclass is associated with much fainter (1σ detection)
OIII4363 lines, and therefore with not well constrained results. (In re-
alta’, confondono l’upper limit col lower limit...)
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Fig. 4: BPT diagrams – Standard diagnostic diagram showing the classification scheme by Kewley et al. (2013). The lines drawn in

the diagram correspond to the theoretical redshift-dependent curves at z=0 (solid) and z=0.4 (dashed line) used to separate purely SF

galaxies from galaxies containing AGN (Kewley et al. 2013). Black and blue symbols correspond to the systemic NC and outflow

OC flux ratios, respectively. Representative error bars are shown only for an small fraction of targets. Circles, squares and triangles

denote Type 1, type 2 and type 1.9 AGNs respectively. Red crosses highlighted the SFGs discarted from the sample.

Fig. 5: (left:) [SII]λλ6716,6731 ratio distributions. The grey solid line mark the distribution for the AGN sample without evidence

of outflows from our line fitting routine; Vertical dashed lines mark the related median and 68% interval. The black and blue shaded

areas denote the distributions for NC and OC [SII] ratios. (right:) [OIII] ratio distributions. Gray shaded area mark the R[OIII]

distribution for the unperturbed ionised gas (NC). Blue shaded area denotes the outflow emission R[OIII] distribution of S/N>10

sources. The blue dashed line show the R[OIII] histogram of the outflow components of all S/N>5 sources, analysed as described in

the text.
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Results

• We derived the first average estimates of outflowing plasma 
properties, for a medium size sample ( ~ 40 targets ). 

• We suggest that similar electron temperatures could be present in 
NLR and outflowing regions ( Te[OC] ~ Te[NC] ~ 17’000 K ).

• Outflowing gas is characterized by electron densities ~ 2 times those 
of the NLR ( Ne[OC] ~ 1’000 cm -3 )

• NLR estimates are consistent with previous results 
( see, e.g., Zhang+13)
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